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Summary

1) High Order Mechanisms vs High Order Behaviors
2) Partial Information Decomposition: synergy and redundancy
3) Applications

4) Conclusions



Complex Networks

Network Physiology, Network Neuroscience, Network Psychiatry, etc…



Functional Segregation vs Functional Integration











High Order Mechanisms
-Structure
-Interactions

High Order Behaviours
-Function (correlations)
-Observables (from data)

How the system is structured What the system does





There are two basic types of high-order dependencies
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Basis of consciousness in the brain (Tononi 2004)



In the 2D Ising model 
one observes nontrivial
high order 
dependencies although
mechanisms are 
pairwise



High order
observables
may arise from 
parwise
interactions





Mutual Information
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Reduction in the uncertainty of X due to the knowledge of Y

),()()(
)|()();(

YXHYHXH
XYHYHYXI

-+
=-=



Transfer Entropy

X and Y two (vectorial) time series

x, the future values of X



If Y does not provide information 
about the future of x:

Generalized Markov property
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INFORMATION DYNAMICS AT TRANSITIONS

Kuramoto oscillators on a lattice (Heyvaert 2018)

Information transfer is minimized both in the completely 
ordered and in the disordered state



EXAMPLE OF TRANSITIONS : ISING MODEL

T→∞       T~Tcrit T→0



ISING MODEL: BEYOND FERROMAGNETISM 

Polarization of news and opinions, financial crashes, 
epileptic seizures, learning, etc



INFORMATION DYNAMICS AT TRANSITIONS

Pairwise and global Mutual 
Information peak at the 
critical temperature (Matsuda 
et al. IJTP 1996). 

Synergy as a warning sign of transitions



INTRODUCTION
DECOMPOSITION FOR MUTUAL INFORMATION

AND TRANSFER ENTROPY
Not conditioning on the past (instantaneous)

Conditioning on the past (lagged)



INFORMATION DYNAMICS AT TRANSITIONS

The synergy peak approaches 
the critical value as the 
amount of synergy decreases

instantaneous lagged

Is the synergy which peaks in 
the paramagnetic phase



NOW ON THE HUMAN STRUCTURAL CONNECTOME

DTI of 196 subjects, age range 5-85 y

• does the synergy still peak before 
the critical point in a nonuniform 
network?

• are the hubs of structural 
connectivity also hubs of synergy?

• is there association with age?



NOW ON THE HUMAN STRUCTURAL CONNECTOME
Hubs of structural connectivity are not among the nodes towards 
which synergy is highest



NOW ON THE HUMAN STRUCTURAL CONNECTOME

Positive and negative 
associations of synergy 
with age, in localized 
clusters

In some regions this 
association is 
continuous with age, 
in other ones it's 
limited to the first 
~30 years



64 CORTICAL ELECTRODES AS TARGET, AND TWO DEPTH HIPPOCAMPAL 
ELECTRODES (11 AND 12, BOTH CANDIDATES AS EPILEPSY FOCI) AS DRIVERS

BRAIN SIGNALS: EPILEPSY

[M. Kramer et al., Epilepsy Research 79, 173-186, 2008]



BRAIN SIGNALS: EPILEPSY



BRAIN SIGNALS: EPILEPSY



SYNERGY AND REDUNDANCY
HAVE A HIERARCHICAL STRUCTURE

Resting state fMRI, Human Connectome Project



CHALLENGE:
• We have HOI mechanisms on one side, we have higher-order 

observables on the other side; what we sorely miss are inferential
techniques to connect the two, and to be able to perform "higher-
order mechanism selection" constrained by the observed behaviours
over classes of higher-order mechanisms.
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