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Hearing system properties:

- Ancestral to the nervous system  
(may explain aspects of the latter from the sensors’ perspective) 

- Verifiable (there is ‘big’ unexplained data) 
- Simple fundamental model based on physical principles (‘higher nonsense’) 
- Receives power when embedded into physiological context 
- Explains a number of puzzling observations 
- Model adaptable to more specific situations 
!
!
!!!
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Overview:
1998/9: Carver mead school cochleas 
1999:    Cochlea from scratch, based on fluid dynamics, energy-based approach 
2000:    Eguiluz, PRL: Hopf concept -> Hopf small signal amplifier, PRL 1995 
2002:     Kern’s thesis finished 
2003:    Kern’s thesis published 
2003:    Kern & Stoop, PRL 
2003:    Comment to Magnasco’s PRL 
2004:    Stoop & Kern, PRL, PNAS 
2004:    Efferent tuning, submitted to SNF 
2005:    Improved coupling, v.d.Vyver 
2005:    Hardware cochlea, v.d.Vyver 
2006:    v.d.Vyver’s thesis, ETHZ 
2006:    US Patent filed 
2006:    Insect hearing: Hopf in Drosophila antenna 
2008:    Cochlear re-mapping 
2010:    Local correlations of the perceived pitch, PRL 
2011:    Effect of Nuclei, NECO 
2013:    Pitch sensation involves stochastic resonance, Sci. Rep. 
2014:    Efferent tuning implements listening, Phys. Rev. Appl. 
2014:    Pitch sensation shaped by cochlear fluid, Nat. Phys. 
2016:    Signal-coupled subthreshold Hopf-type systems show sharpened collective response, PRL 
2016:    Auditory power-law activation avalanches exhibit a fundamental computational ground state, PRL	
!
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1840: Berlin vs. Dresden

“Wodurch kann über die Frage, was zu einem Tone gehöre, entschieden werden, als eben durch das Ohr?”!
(How else can the question as to what makes out a tone, be decided but by the ear?)

August Seebeck 1844

I Q: What do we hear and why? 
 
CGLE describes isotropic extended systems near threshold of long-
wavelength supercritical oscillatory instability (Andronov-Hopf bifurcation).

Ohm                      Seebeck 

What is the physical description 
of ‘pitch’ sensation?
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Mammalian cochlea 
more that a frequency analyzer..
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• simple tone: A*sin(2*π*f0*t) 

!
• complex tone:  

(frequency components 

 f0, 2f0, 3f0, …) 

!
• missing fundamental 

complexsimple missing fundamental

1750/2000 ->1800/2000 Hz

pitch down (250 -> 200 Hz, fundamental) or pitch up (partials) ? 

reversed

• Smoorenburg’s two-tone experiments:

Experiments
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Wiesenfeld et al. PRL 1984/5/6: !
!
Systems close to a period-doubling 
bifurcation can be used as a small 
signal amplifier: !
Signals with a certain ‘critical’ 
frequency are strongly amplified.

(Andronov-Hopf: Brun at al.  PRL 1985)
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dynamics, neglecting, for example, the quasiparticle con-
tribution and the presence of additional tuning circuits
employed in coupling in the external signal. ] Without
passing to the limit b, =0 (corresponding to Q= co/2), it is
still true that maximum gain occurs at the bifurcation
point a=0. Taking both @~0 and 5~0 results in the
"infinite gain" of Soerensen et al.

Turning next to the unbiased mode [Eq. (4.3)], we
deduce from condition (4.4) that the system must operate
near a saddle-node bifurcation [see Eq. (3.6) and Fig. 1] to
achieve good gain. Indeed, Chiao et al. reported the oc-
currence of what they termed a "phase instability" in the
dynamics of their microbridge SUPARAMP's. ' In fact,
we can deduce something else about the dynamics of the
unbiased system. Note that Eq. (4.3) has the symmetry
discussed in case two of Sec. III. However, Eq. (3.18a)
shows that the experimentally achieved condition Q=co
(= —,

' for the time scaling used in Sec. III) will not result
in high gain, so that the amplifier is not near the onset of
a symmetry-breaking instability. Consequently, in order
to reach a high-gain region of parameter space for Q =co,
the system must first undergo a symmetry breakin-g bifur
cation as A is increased from zero. That this is so would
be very easy to check experimentally —the signature of a
symmetry-breaking bifurcation is the appearance of even
harmonics in the output power spectrum.

Recapping, the gain achieved in the three-photon,
biased mode is due to the presence of a nearby period-
doubling instability, while the success of the four-photon,
unbiased mode is due to the presence of a saddle-node bi-
furcation.

As a further conclusion, we note that the unbiased sys-
tem governed by Eq. (4.3) could be successfully operated
in the three-photon mode, where Q =co/2: After all, it is
well-known that the governing equation (with 5=0)—
which is just the equation of motion for the driven,
damped pendulum —has solutions which undergo period-
doubling instabilities' ' ' (though only after the
symmetry-breaking bifurcation has occurred ' ). Conse-
quently, if the parameters are tuned so that the system is
near the onset of a period doubling, the same analysis of
Sec. III, case three applies just as it does for the biased-
junction mode.

C. Virtual Hopf phenomenon and tunable resonances

We have seen that, in order to achieve large amplifica-
tion factors, both the bifurcation parameter e and the de-
tuning frequency 6 must be small. One ramification of
these conditions is that the range of input frequencies Q
that are significantly amplified may be very small. Near a
period-doubling instability, for example, the system acts
as a small-signal amplifier for only the sequence of nar-
row windows centered at Q =n+ —, and of width of order
e. Indeed, the higher the gain is made (by reducing e), the
narrower these windows become (see Fig. 5).

Happily, this situation can be overcome in a large class
of systems, so that all frequencies can be amplified. This
relies on the occurrence of the virtual Hopf
phenomenon: ' In msence, this phenomenon allows the
centers of the resonance curves to be continuously tuned,
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FIG. 7. Amplitude response V(co) vs signal detuning fre-

quency 4, for an analog simulation of Eqs. (4.1) and (4.2). Data
shown for three different parameter values, just before the onset
of a period-doubling bifurcation. The circles, squares, and tri-
angles correspond to successively smaller bifurcation parameters

»li kl =2~Repk,
arQLk =2p' Impk

(4.8)

(4.9)

so that a bifurcation occurs when (at least) one of the pk
exits the unit circle. A period doubling corresponds to
pi ———1, while a Hopf bifurcation corresponds to a
complex-conjugate pair p&,p2 with modulus unity.

To fix ideas, consider the driven pendulum equation

8+ye+aPosin8=A cos(cui) .
Figure 8 depicts the behavior of the multipliers between
successive period doublings, as the driving amplitude A is
increased. This system has two Floquet multipliers,
which are either both real or a complex-conjugate pair. In
the latter case, the pair must lie on the circle

while their width remains narrow. We now give a brief
review of the virtual Hopf phenomenon and then discuss
its potential advantages for small-signal amplification.

The virtual Hopf is a particular kind of noisy precursor
of period-doubling bifurcations, which occurs when the
Floquet multip!iers pk, which are related to the Floquet
exponents pk via the formula

Pk =e (4.7)

behave as in Fig 8. (Th.e Floquet multipliers are simply
the eigenvalues of the linearized Poincare return map. )

This behavior must occur, for example, between succes-
sive period-doubling bifurcations in all purely dissipative
second-order nonautonomous and third-order autonomous
systems, a class which includes the driven Duffing oscilla-
tor, the driven pendulum, and the Lorenz equations.
From Eq. (4.7), we have (taking T =2m )

II Key for understanding hearing: nonlinearity 
’small signal amplifier’ 
!
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Biological evidence of Hopf amplifiers
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:  A.-Hopf bifurcation

P’m(x), restoring force, indicates areas of negative stiffness 
(P’m(x)<0): active amplification!

(R.S., Göpfert & Saratov friends Eur. Biophys. J. 2006)

Generalized van der Pol oscillator

Signals above  bifurcation point demonstrate: Hopf !
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www.nature.com/scientificreports/

4Scientific RepoRts | 5:12492 | DOi: 10.1038/srep12492
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Figure 3. Top to bottom: From self-sustained antenna oscillations back to the quiescent fixed-point. Left 
column: experimental data from30, right column: simulation, where the polynomials were reduced by factors 
µm ≃ µn. Close to bifurcation, µn precedes µm, so that at bifurcation µm >  0. Inset: At crossing to quiescence, 
the linear analysis reveals a Hopf bifurcation26.
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Figure 4. Single Hopf amplifier response27 conditioned on the passive behavior in the cochlea (leading 
to the asymmetry if compared to24,25). The description mimics the behavior of outer hair cells with a 
preferred frequency CF embedded into the basilar membrane: Frequency selectivity (a) regarding different 
distances µ ∈  {− 0.05,− 0.1,− 0.2,− 0.4,− 0.8} from bifurcation point, (b) regarding input signal strength 
(increase in steps of 10 dB).

(T.L., F.G. & R.S. Sci. Rep. 2015)

Polynomials were reduced by factors μm ≃ μn.  
Close to bifurcation, μn precedes μm, so that at bifurcation μm > 0.  
Inset: At crossing to quiescence, the linear analysis reveals an Andronov-Hopf bifurcation.	
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(Lorimer, Gomez, R.S., Sci. Rep. 2015)

III From many sensors to a cochlea: 
the wiring problem

10 micrometer

Hudspeth 2013
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passive active

(A.K. & R.S. PRL 2003)

IV Mammalian cochlea from scratch  
energy-based cochlea modeling: A. Kern (2002) PhD 

equilibrium: @e

@t

= �a(x, e,!) + d(x,!)e(x,!)

d: viscous damping rate, a: amplification, e: energy density

@e

@t

+
@

@x

(vGe) = 0

fundamental !
energy balance !
(Whitham):

vG: group velocity

leads to:
@e

@x

= � 1
vG(x,!) (

@vG
@x

(x,!) + d(x,!)) e(x,!) + a(e,x,!)
vG(x.!)

cochlear ODE
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wave amplitude:                                                                                     

           BM-stiffness 

passive traveling wave:

A (x , ω) =
2e(x , ω)
E (x )

,

E (x )

A (x , ω) =
A 0 (ω)
2 E (x )

vG (0, ω)
vG (x , ω)

exp −
1
2

x

0

d(x , ω)
vG (x , ω)

dx ,

A 0 (ω)

√

Equipartition theorem:

with             amplitude at stapes

: to be determined

(1)

(II)

(III)

(II) (III)
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6.6..2008 Ruedi Stoop / Institute of Neuroinformatics / ruedi@ini.phys.ethz.ch

Lighthill:

dominant viscuous losses (inner friction  ) compared to
 kinematic friction 

 

from this: locus               of wave maximum
 corresponds  1:1 to a characteristic place: TM

Dissipation rate: 

d(x , ω) =
ν
2ω

ρω3

E (x )
+ 4νk2 ,

ν

x c (ω)

ν

  

(III)
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Group velocity:

Patuzzi: Cochlea twodimensional surface wave 

    fluid density, m BM mass density, h depth of hearing canal         

dispersion relation:

vG =
∂ ω
∂ k

=
E (x )ρ (kh + sinh(kh) cosh(kh) )
2ω(mk sinh(kh) + ρcosh(kh) )2

,

k tanh(kh) =
ρω2

E (x ) − mω2

  ρ

(II)
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Response:

Close to bifurcation point and resonance:

Before bifurcation point, small F: 

Charakteristic of Hopf-bifurcation

R = F 1/ 3

R = − F / µ

wc =1000 Hz, = -20, governs G
F = {0.004 10i, i=0..7}

f/50

LogR(F)

Active response: 
generic Hopf equation

(Eguiluz et al. PRL 2000)
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experiments, we used the all-to-all topology (replacing g=2
byg=N); other coupling topologies yield qualitatively similar
effects. Our results shown in Figs. 4(a) and 4(b) corroborate
for an ensemble of N ¼ 10 systems, with frequencies
distributed around 200 Hz, the expected small-signal ampli-
fication characteristics of a singleHopf system, at augmented
excitability, with a simple scaling relation of exponent −1
[Fig. 4(c)]. Without requiring a precise building principle,
signal coupling drives the ensemble towards a common
characteristic frequency fc and establishes a coherent
response profile that is largely independent of the individual
system frequency distribution.
The strength of our setting becomes apparent when

identifying it as a paradigm of coupled auditory hair cells.
While Refs. [32–36] used very detailed hair-cell models
(involving a multitude of equations and parameters),
we obtain what we see as the most salient results [34]
by coupling subthreshold normal-form Hopf systems
[cf. Fig. 4(c)]. By relaxing all-to-all to local coupling,
we observed the emergence of synchronized subnetworks
similar to the superparamagnetic phase in statistical phys-
ics, a paradigm that has been proven to be computationally
extremely efficient, e.g., for clustering [37]. We expect such
approaches to become pivotal for getting a grip on the

claimed increased computational efficacy of deep layer
neural networks [38], for understanding of the behavior
and function of the mammalian suprachiasmatic nucleus
[31,39–41], or for the explanation of the emergence of
spontaneous otoacoustic emissions [42,43] in the cochlea.
How well does our paradigm reflect also the behavior of

(synchronized) neurons in the superthreshold regime?
Beyond the bifurcation, our center frequency fc becomes
a more complicated function of the coupling g [Fig. 5(a)].
While for two systems fc remains fixed (I), for more
systems, fcðgÞ can either increase (II) or decrease (III) with
g, until saturation dominates. Introducing a time delay τ
into the coupling, where, for two systems, the couplings in
Eqs. (2) would be replaced by g21

2 z2ðt − τÞ and g12
2 z1ðt − τÞ,

maintains a nontrivial dependence of fc on the coupling but
introduces an even richer behavior. For N systems, we
considered that each system obtains from all other systems
the same time-delayed signal. This is a simple setting, in
particular, from the cochlear perspective, but is sufficient to
assess the general effect of a signal delay. For small delays
(τ < 1 ms), even for two systems fc changes with the
coupling strength and delay [Fig. 5(b)], where the depend-
ence has some resemblance to that of coupled limit-cycle
systems [44]; for a similar behavior in suprachiasmatic
nucleus modeling, see Ref. [45]. At larger delays τ$ðgÞ, a
discontinuous jump of fc occurs. This is repeated upon
further increased delays, a phenomenon that parallels the
change of locking observed in driven systems. The critical
coupling value gc varies with τ only mildly, in contrast to
the behavior shown by fc.
Also for coupled realistic neurons, the synchronization

frequency is a function of the coupling strength; this is in
full contrast to the invariable synchronization frequency of
diffusively coupled Kuramoto phase oscillators [46]. In our
paradigm, fc depends primarily on the distribution of the
system frequencies ωi. A bias in the coupling changes the
relative dominance among the systems and introduces a
change in fc. Only for perfectly symmetrical situations
(e.g., 180, 200, and 225 Hz or 100, 100, 200, and 200 Hz)
do we have fc ¼ const. In many biology-relevant cases, a

FIG. 4. Response of N ¼ 10 systems, characteristic frequencies
distributed around 200 Hz, to a test signal of amplitude −60 dB.
(a) Uncoupled, μ ¼ −0.2, (b) signal-coupled (dashed curve,
μ ¼ −0.3; solid curve, μ ¼ −0.2), exhibiting a coherent and
sharply tuned response around fc ≈ 200 Hz. (c) gc þ μ as a
function of N, for ωch;i ¼ ωch and μi ¼ μ ¼ −0.1. The same
behavior (with a line shift) is obtained for reasonable variations of
ωch;i and μi. The value of μ is reflected in the first data point
obtained for N ¼ 2, which implies gc ¼ −2μ [cf. Eq. (5)
and Fig. 2].

FIG. 5. (a) fc as a function of the coupling g beyond gc
(μ ¼ −0.1 for all systems). (I) Two systems (180/225 Hz);
(II) three systems (180, 200, and 300 Hz); (III) five systems
(120, 160, 200, 240, and 300 Hz). (b) fc for τ-delayed coupling
(two systems at 180 and 225 Hz, μ1;2 ¼ −0.1).

PRL 116, 108101 (2016) P HY S I CA L R EV I EW LE T T ER S
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hold the hair bundle at these positions, thereby describing the intrinsic force-displacement 
relation of the hair bundle [15; 16].  For each displacement step, we estimated the elastic 
response of the hair bundle by recording the force ~3 ms after the onset of stimulation to 
allow just enough time for the viscous response to vanish and minimize the mechanical 
relaxation provided by adaptation [16]. 

We used iontophoresis to rapidly change the local Ca2+ concentration near a hair 
bundle.  Coarse microelectrodes were fabricated from borosilicate capillaries, bent 
through an angle of ~90° in their tapered region and then filled either with 2.5 M CaCl2 
or 350 mM disodium ATP (here used as a Ca2+ chelator).  At a distance r = 3 µm from 
the hair bundle, this technique allowed an increase of ~20 µM of Ca2+ concentration per 
nanoampere of iontophoretic current. 

2.2 Theoretical description of active hair-bundle mechanics 

This description (detailed in [7; 14]) is based on the gating-spring theory of mechano-
electrical transduction [17] and a myosin-based model of adaptation [18; 19]. 
 

Figure 1.   A:  Schematic representation 
of a hair bundle.  We assumed that N 
transduction elements, here lumped into 
a single element, operate in parallel 
within a hair bundle.  An external force 
F is applied to the tip of the hair bundle 
and defined positive when oriented as 
depicted here.   B:  Functional view of a 
transduction element (adapted from 
[18]).  At steady state, the active force 
exerted towards the tip of the stereocilia 
by a group of ~60 myosin molecules is 
balanced by an elastic restoring tension 
in the tip link, thereby defining the 
resting open probability of the mechano-
sensitive transduction channel.   C:  
Mechanical arrangement.  Transduction 
channels (MET) of open probability Po 
are connected to gating springs of 
stiffness KGS and anchored to the actin 
cytoskeleton of the stereocilia, 
dynamically by adaptation motors (M) 
that can change their position Xa and 
statically by extent springs of stiffness 
KES that limit the extent of adaptive 

movements of the motors. The external force F = KF(∆-X), exerted by means of a flexible fiber of stiffness KF, 
affects tension in both gating and pivot springs, the later being of stiffness KSP and operating in parallel to the 
former. The speed of hair-bundle motion is inversely proportional to the friction coefficient λ. Opening of a 
transduction channel evokes a decrease of gating-spring extension that amounts to a motion of size D of the 
bundle’s top [17]. When the combined tension in gating and extent springs differs from the active force Fa that 
the adaptation motors produce at stall, the motors are moving. Motor speed is inversely proportional to λa, 
which has units of a friction coefficient and represents the slope of the force-velocity relation of the motors near 
stall condition. The motor force Fa is down-regulated by the Ca2+ concentration at the motor site and thus 
depends on Po. All variables are expressed at the top of a hair bundle along the stimulation axis. 

 

⌫, ⇢,m , BM-stiffness µ

A.K. PhD thesis ETHZ 2003

no coupling coupling

Individual and coupled Hopf elements
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0.7kHz region and (2) every fifth (semi-serial) section
at a final magnification of ×12,000–13,500 for the 1.6-kHz
region. For MCL109L, multiple blocks were selected to
investigate different cochlear regions (i.e., 0.35, 0.75, 1.3,
3.2, 6.3, 12.0, and 23.0kHz). Sections were cut parallel to
the reticular lamina, and micrographs were captured
from every fifth section at a final magnification of
×12,000–13,500. For the de-efferented ear, 93042L, a
block from the 1.0-kHz region was selected, sections were
cut horizontally, and micrographs were captured from
every fifth section at a final magnification of ×12,000–
13,500. For all the section series, neural elements were
traced by labeling the photographic montages of each
section in the series.

For immunohistochemistry, cochleas from CBA/CaJ
mice (6–8 weeks) were extracted and fixed in chilled 4%
paraformaldehyde for 10min prior to dissection into half
turns without decalcification. Cochlear pieces were
blocked for 2h at 4°C in 5% normal horse serum with
1% Triton X-100 and then incubated overnight at 4°C in
the primary antibodies (rabbit anti-GluR2/3 from Chem-
icon at 1:500 and mouse anti-CtBP2 from BD Transduc-
tion Labs at 1:200) diluted in 1% normal horse serum
with 1%Triton. Secondary antibody incubations followed:
the first, overnight at 4°C, included biotinylated donkey
anti-mouse (1:200, Jackson ImmunoResearch) plus fluo-
rescent-conjugated chicken anti-rabbit (AlexaFluor 488,
Invitrogen, 1:1,000): the second, for 1 h at room
temperature, included streptavidin-conjugated Alexa-
Fluor 568 (Invitrogen, 1:1,000) plus a goat anti-chicken
conjugated to AlexaFluor 488 (Invitrogen, 1:1,000).

RESULTS

Classifying and identifying the sources of synaptic
terminals in the OHC area

Many electron-microscopic studies described two major
types of synaptic terminals at the basal pole of OHCs:

large vesicle rich and small, vesicle poor (e.g., Thiers et
al. 2002b; Kimura and Wersall 1962; Hashimoto and
Kimura 1987). The large, vesicle-rich terminals are
typically opposite a membranous subsynaptic cistern in
the apposing OHC (Kimura and Wersall 1962) and
were assumed to be descending projections from the
OC system; correspondingly, most of these large
terminals disappear after cutting the OC bundle in
the brainstem (Iurato et al. 1978; Pujol and Carlier
1982; Liberman and Gao 1995). The small, vesicle-poor
terminals are occasionally apposed to vesicle-studded
synaptic ribbons within the OHC (Liberman et al.
1990) and were assumed to connect via peripheral
dendrites to the unmyelinated type-II spiral ganglion
cells, one of the two major classes of primary sensory
neurons in the cochlea (Kiang et al. 1982). The ap-
pearance of these two terminal types in the cat cochlea
is illustrated by the micrographs in Figure 2A.

Subsequent light-microscopic studies of peripheral
branching patterns, using whole-cell filling via neuronal
tracers such as HRP, showed that the large OC terminals
arise from radially directed terminal branchlets, which
cross the middle of the tunnel of Corti and immediately
give rise to a small cluster of five to ten endings on
neighboring OHCs in all three rows (Liberman and
Brown 1986; Brown 1987a). In contrast, the peripheral
dendrite of a type-II spiral ganglion cell crosses at the
floor of the tunnel and spirals towards the base of the
cochlea in the outer spiral bundles while slowly rising
towards the bases of the OHCs and ultimately giving
rise to small terminals contacting ten to 100 OHCs,
typically contacting cells from a single OHC row (Brown
1987b; Simmons and Liberman 1988a). As illustrated
in Figure 2B and C, these spiraling type-II dendrites
are plentiful in the region under the OHCs and are
particularly rich in neurotubules.

Identifying the sources of synaptic terminals is key to
the interpretation of data from the present study; thus,
we made careful measurements of size, vesicle content,
and dendritic origins of a large population of terminals
in a normal ear and then compared the results to that
seen in a cochlea with surgical transection of the OC
bundle in the brainstem. As shown in Figure 3, serial-
section reconstruction of a sample of 258 terminals
contacting 18 OHCs from all three rows in the 0.7-kHz
region of one cat reveals a clear dichotomy between a
population of small vesicle-poor terminals traceable to
spiraling parent fibers and a population of larger,
vesicle-rich terminals traceable to radially directed
branches. Furthermore, a semi-serial-section analysis
of OHCs from a similar frequency region in a surgically
de-efferented cochlea showed that literally all of the
large vesicle-rich population had disappeared. Micro-
graphs comparing similar regions from a normal and a
de-efferented ears are shown in Figure 4A and B, res-
pectively: A prior light-microscopic analysis of the

FIG. 1. Schematic illustrating the projections of type-II spiral
ganglion cells and medial olivocochlear (OC) neurons in the outer
hair cell (OHC) area of a typical mammalian ear, as well as the
section planes used for serial-section ultrastructural analysis.

THIERS ET AL.: Reciprocal Synapses on Outer Hair Cells 479

Anatomical embedding
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Compression

Compression of strong inputs is one characteristic nonlin-
ear feature of the mammalian cochlea. Particularities of the
compression also justify the usage of the Hopf small signal
amplifier as the underlying amplification concept.
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Nonlinear effects: two-tone suppression

Mutual compression of neighboring tones is another non-
linear feature of human hearing. The effect can be considered
as a prototype of computation done by the mammalian hearing
sensor [14].

-50 -40 -30 -20 -10

-20

-10

0

10

none
-40

-30
-20

-10

test tone: 1.76 kHz

suppressor: 2.2 kHz

(a) Chinchilla, fch = 8 kHz (b) Hopf cochlea, fch = 1.76 kHz

test tone intensity (dB1V)

a
m

p
lit

u
d

e
 (

d
B

1
V
)

FIG. 6: Mutual suppression by two neighboring tones (‘test tone’
and ‘suppressor tone’), as a function of their intensity: (a) chinchilla
[15], (b) Hopf cochlea [13].

Combination tones

The nonlinearities in the amplification process also in-
troduce, by means of amplifier interaction, additional tones
called combination tones. Such tones, and in particular their
decay laws, are of great importance for the human perception
of pitch.
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Phase characteristics

The phase behavior along the cochlea also follows that in
the biological example.
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Medial efferent inhibition

The effect of a tuning of the cochlea by efferent medial
olivocochlear stimulation has also been compared.
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result for frequencies below fch, phase leads above fch. Inset: Phase
level dependence relative to -25 dB (single oscillator, fch = 10 kHz,
µ = −0.1). Decreased low-frequency input levels lead to small phase
leads; increased input levels lead to phase lags.
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FIG. 12: Basilar membrane shifts (arrows) at 2nd section, fch =

16.99 kHz (18 sections, 20 − 1.25 kHz), when stimulated by a 16
and 19 kHz (left and right) pure tone. Open circles: Flat tuning
(µ = −0.05). Filled circles: medial olivocochlear efferent stimula-
tion; µ is shifted to −0.5. Insets: Corresponding animal data [20].

Basilar membrane shifts (arrows) at 2nd section, fch = 16.99 kHz (18 sections, 20 − 1.25 kHz),  
stimulated by a 16 and 19 kHz (left and right) pure tone. Open circles: Flat tuning (μ = −0.05).  
Filled circles: medial olivocochlear efferent stimulation; μ is shifted to −0.5.  
Insets: Corresponding animal data [20].	
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Distance to bifurcation point / resolution:

biology
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!
AM sound with fcar = 850 and fmod = 200 Hz

VI  Curse of nonlinearity 
simple signals: complex networks! 
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Figure 1 | Cochlear excitation for a complex two-tone stimulation (simulated). a, Section connectivity scheme. b, ‘Complex’ spectrum, due to combination
tone (CT) emergence. c, Cochlear excitability pattern. d, CT saliency. Left panel: Black curves: signal power of frequencies f2 and of f1. Red curve: sum of
lower CT (f< f1). Right panel: Black curve: added signal power from frequencies f1 and f2. Red curve: signal power of lower CT. Blue curve: signal power of
higher CT (f> f2) relative to the total signal power.

and a macroscopic description (typically, basilar membrane or
hair-bundle movement). This model reproduces the presently
accepted pitch-related biophysical data17 extremely well (see the
Supplementary Methods of ref. 5 and refs 18,19 and further
evidence presented below and in our Supplementary Information).
The link to human-perceived pitch and to pitch from the cat
cochlear nucleus is provided by the faithfulness of the auditory
nerve19,20 in relaying the ‘cochlear’ pitch within the auditory
periphery, and to the brain. We will show that the fluid in the
cochlea (that in many cochlea and pitch perception models is
neglected; for example, ref. 21), is pivotal for obtaining pitch as
perceived by humans. It will emerge that the perceived pitch can be
seen as the overall characterization of a complex cochlear excitation
pattern (Fig. 1b–d).

Cochlea physics overview
In the cochlea, pressure variations generated by incoming sounds
are transformed into incompressible and inviscid hydrodynamic
waves that, by moving down the cochlea, cause small basilar
membrane displacements. In the case of a pure sound, this wave
travels down the cochlea to a point, determined by its frequency,
where the wave stalls and immediately after is stopped. Several
physical approaches have been used to describe the physics of
this process; our description focuses on how energy is distributed
in the cochlea in a quasi-steady state condition22 (the details of
this approach are outlined in refs 23–26). The fact that the wave
reaches a maximum at frequency-determined coordinate xch along

the cochlea (the ‘characteristic’ place) can be obtained from a
dispersion relation that relates to the passive—that is, unamplified—
wave. A parallel consequence is that shortly beyond this point, at
a nearby location xc, the wave amplitude experiences a precipitous
decay. The decay is due to the fluid’s internal friction 4⌫k(x ,!)2,
where k(x ,!) is the wave number and ⌫ is the kinematic viscosity.
This e�ect prevails over the friction between the moving fluid
and the vibrating basilar membrane surface and other e�ects
(see refs 23–25 and our Supplementary Information). Essentially
identical dispersion relations to those emerging from our analysis
have been obtained earlier from a Wentzel–Kramers–Brillouin
(WKB) approach27. Regarding active amplification, it was shown
decades ago that dynamical systems close to oscillation bifurcation
could serve as small signal amplifiers28–30. In refs 31,32 it was
suggested that systems close to a Hopf bifurcation could account
for all salient nonlinear properties of hearing. This is because Hopf
systems provide the correct exponent for the compressive regime
(1/3) (refs 21,33,34) due to the cubic nonlinearity of the Hopf
bifurcations (in contrast to, for example, saddle-node bifurcations
that also lead to oscillations). A stimulated Hopf process follows the
!ch-rescaled Hopf equation

ż=(µ+ i)!chz�!ch|z|2z�!chF(t), z 2C (3)

where !ch is the preferred (‘characteristic’, or ‘resonant’) frequency
of the Hopf system, F(t) is the stimulation signal and µ measures

NATURE PHYSICS | VOL 10 | JULY 2014 | www.nature.com/naturephysics 531

© 2014 Macmillan Publishers Limited. All rights reserved

Cochlear excitation for a complex two-tone stimulation (simulated) : 	

Left panel:   Black curves: signal power of frequencies f2 and of f1.  
	 	      Red curve: sum of lower CT (f < f1 ).  
Right panel: Black curve: added signal power from frequencies f1 and f2 .  
	 	      Red curve:  signal power of lower CT.  
	 	      Blue curve: signal power of higher CT (f > f2 ) relative to the total signal power.	

F.G. & R.S.,, Nat. Phys. 2014
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Left: Hopf-cochlea model, 17 sections, 3520 to 220Hz !
(output of 5th section, fch = 1760 Hz). !
!
Right: Biological data (fch = 7500 Hz). !
!
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!
!
!
!
!
!
!
!
Place of measurement on the tonotopic map and!
choice of Hopf-cochlea section comparable!
(roughly one octave from cochlear base).

 Spectrograms of basilar membrane responses to!
 two-frequency stimulation of different amplitudes !
 (f2/f1 = 1.05 and 2f2−f1 = fch) 

mailto:stoopn@ethz.ch


TRuedi Stoop / Institute of Neuroinformatics / ruedi@ini.phys.ethz.ch 28

NATURE PHYSICS DOI: 10.1038/NPHYS2975 ARTICLES

Input level (dB)Input level (dB)

Input level (dB) (Sound pressure level (dB))

−60

0

0

Re
sp

on
se

 (d
B)

Re
sp

on
se

 (d
B)

−10

−90
−110 −110−30 −50

−20

−40

−84 (30) −34 (80)−44 (70)−74 (40)

Re
la

tiv
e 

st
re

ng
th

 (d
B)

f2 /f1 : 1.05
1.1

a b

c
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Figure 4 | Pitch extraction. a, Spectra for two-tone stimulation (�74 dB, f1 =2,200 Hz, f2 =2,400 Hz) at three cochlea sections. The lowest audible
combination tone (CT) (hearing threshold: �53 dB, blue line) is the response at 1,400 Hz (section 14, circled). The perceived pitch is the residue pitch
(red arrow) associated with the spectrum at this location. b, Psychoacoustical lower hearing frequency limit of CTs (ref. 6) (dashed black line). Simulation:
Lowest CTs above the implemented amplitude threshold (solid red line) and highest CTs below the limit (unconnected red circles). The three
characteristics di�er by less than the section width.

2f1 � f2 ‘CT1’ CT is generated, via the interaction term !cha2ka⇤
k+1.

Further CTs are generated at frequencies !l, l < k � 1. Their
amplitudes a decrease according to a(l) /⇠ (!ch/!0|a1||a2|)k�1�l

(see Supplementary Information for details). The obtained decay
exponents are corroborated by numerical integration of equation (3)
for single Hopf elements.

CT–fluid connection
In contrast to single Hopf elements, in biology, CT of frequencies
lower than stimulus propagate down the cochlea until the waves
are amplified and stopped where their frequency matches the
characteristic frequency!ch. This leads to an asymmetric (low-pass)

and generally slower CT decay. Our setting perfectly reproduces this
behaviour (Fig. 2 and evidence given below). The basic problemwith
equation (2) therefore is: the strengths of the contributing CT not
only are CT specific, they moreover are asymmetrically distributed,
so that their contribution to the pitch cannot be inferred by a simple
ensemble-averaging argument. We argue that this ‘up-validation’
of the lower-frequency CT-amplitudes (saliently reflected for our
model in Fig. 1d) is the origin of the second pitch shift and that, for
this e�ect to happen, the presence of the cochlear fluid is su�cient.
To substantiate this statement, we scrutinize the behaviour of CT1,
which is the strongest (lowest-order) product of the two interacting
modes. We focus on a location with !ch =!CT1, to see how strong

NATURE PHYSICS | VOL 10 | JULY 2014 | www.nature.com/naturephysics 533

© 2014 Macmillan Publishers Limited. All rights reserved

a) Spectra for two-tone stimulation (−74 dB, f1 = 2200 Hz, f2 = 2400 Hz) at three cochlea sections. The 
lowest audible combination tone (CT) (hearing threshold: −53 dB, blue line) is the response at 1400 
Hz (section 14, circled). The perceived pitch is the residue pitch (red arrow) associated with the 
spectrum at this location. 	

b) Psychoacoustical lower hearing frequency limit of CTs (dashed black line).  
Simulation: Lowest CTs above the implemented amplitude threshold (solid red line) and highest CTs 
below the limit (unconnected red circles). The three characteristics differ by less than the section 
width.	

Where is the pitch read off ? Smoorenburg:
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(a) AM-sound at fixed fcar = 800 + df, 
fmod = 200 Hz, noise level = 0.07 
 
dotted line fp = 200 + df/4 Hz: first pitch shift formula 
bullets: measurement at one cochlea section, 
match human perception	

 
 

correct variation with df

Smoorenburg’s pitch-shift experiments  (1970)   
First pitch-shift effect 

 leads to  

 fp=fo+ df / (k+1/2) 

 first pitch shift formula,!
basend on simple physics

f1=k fo+df, 
f2=(k+1) fo+df
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Second pitch shift effect 
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Two-frequency stimulation f1 and f2 = f1 + 200 Hz, cochlea output at fc = 622 Hz 
(second pitch shift effect):  psychoacoustic data (crosses), measured data (full dots) 
 
Inset: ISI-histogram for f1 = 900 Hz, showing fp for k = 4 (left peak, for the rightmost cross)  
and for k = 5 (right peak, cross at fp < 178 Hz)	

second pitch shift

first pitch shift law fp =(f1 + f2)/(2k + 1), k = 4, 
coherently violated  

Inset: ISI-histogram end of auditory nerve (S.M., F.G. & R.S. Sci. Rep. 2015)
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Second pitch shift:  
red: psychophysical experiments; black: model

31

1700 1800 1900 2000 2100 2200 2300 2400 2500
160

180

200

220

240

f1 [Hz]

Pe
rc

ei
ve

d 
pi

tc
h 

[H
z]

Red:    Psychoacoustic data (partial amplitudes 40 dB SPL)!
Black: Hopf cochlea simulation (7th section with fch = 1245 Hz, partial amplitudes -63 dB). !
Solid lines: classical predictions of the perceived pitch.

second pitch shift due to cochlear fluid: F.G. & R.S. Nat. Phys. 2014, 
requested slight ‘tuning’ of the Hopf amplifiers (no-flat tuning of Hopf parameters)

: solves Ohm-Seebeck dispute !

Two-frequency stimuli with f2 = f1 + 200 Hz. 
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Frequency sensitivity in mammalian hearing from a fundamental nonlinear physics model of the
inner ear

Karlis Kanders, Tom Lorimer, Florian Gomez, Ruedi Stoop
Institute of Neuroinformatics and Institute of Computational Science, University and ETH Zürich

Irchel Campus, Winterthurerstr. 190, 8057 Zürich, Switzerland
Email: ruedi@ini.phys.ethz.ch, kkanders@ini.phys.ethz.ch, lorimert@ini.phys.ethz.ch, fgomez@ini.phys.ethz.ch

A dominant view holds that the outer and middle ear are the determining factors for the frequency dependence
of mammalian hearing sensitivity, but this view has been challenged. In the ensuing debate, there has been a
missing element regarding in what sense and to what degree the biophysics of the inner ear might contribute to
this frequency dependence. Here, we show that a simple model of the inner ear based on fundamental physical
principles, reproduces, alone, the experimentally observed frequency dependence of the hearing threshold. This
provides direct cochlea modeling support of the possibility that the inner ear could have a substantial role in
determining the frequency dependence of mammalian hearing.

Psychoacoustic and behavioral experiments [1, 2] exhibit a
marked frequency dependence of the mammalian hearing sen-
sitivity [3–6] (Fig. 1). Over more than a decade, the biophysi-
cal origins of this dependence have now remained a subject of
debate [3, 7–10], despite the great development of measure-
ment and modeling technologies. To compare directly psy-
choacoustic to biophysical results - which is what is generally
done and what we will do below - the auditory signal would
be required to remain unaltered along the auditory pathway.
This is far from obvious, but recently [11] it was shown that
the auditory pathway may achieve this property by making
substantial use of stochastic resonance in the auditory fibers.
Here, we show that the same mesoscopic nonlinear physics
model of the mammalian cochlea that has successfully repro-
duced other challenging hearing phenomena [12–16] might
also provide an explanation of the observed sensitivity depen-
dence on frequency.

Let us briefly summarize the key points of controversy un-
derlying this debate. One viewpoint emerges from following
the most straightforward way of approaching this question,
by conceiving the hearing sensor as composed of a resonator
(outer ear), an impedance matcher (middle ear), and a Fourier
analyzer of the auditory signal (inner ear), respectively (see
the references given in the corresponding discussion in Ref.
[3]). The outer ear is commonly modeled by a semi-closed
cylinder [17, 18] of about 30 mm. This leads to a resonance
in the range of 3 kHz as the first, and the second one at tripled
frequency; effects that are indeed observed in measured data
(cf. Figs. 1, 3). The modeling of the influence of the middle
ear in this process is more challenging, due to the presence of
additional, complicating mechanical and spatial elements (cf.
[19–21]). The hearing pathway overall response is then ob-
tained by performing a summation over the corresponding in-
dividual logarithmic responses. With the development of ex-
perimental techniques, this approach could be calibrated with
measured animal data. In this way, qualitative aspects of the
behavioral data (Fig. 1) could be reproduced for some mam-
mals (e.g. for human hearing [10, 22]), whereas for a number
of other mammals, the approach appears to have been unsuc-
cessful so far [3]. A deviant viewpoint emerges from a more
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FIG. 1: Behavioral audiograms of prairie dog [23], elephant [24],
lemur [25], domestic cat [26], human psychoacoustial hearing
threshold [4], white-beaked dolphin [27] (smoothened data), false
killer whale [28], from top to bottom, sorted by the curves’ minima.
The full extension of the audiogram was not accessed in all cases.
Reference sound pressure p0 = 20µPa.

recent analysis by Ruggero et al. [3], who re-evaluating mid-
dle ear transfer function data arrived at the result that a number
of animal middle ear transfer functions appear to cover a much
broader interval than their actual hearing frequency interval
(cf. the discussion and the corresponding Figs. in [3], and fur-
ther Refs. therein). This led these authors to conclude that the
inner ear could have “a crucial role in setting the frequency
limits..” but that “It remains to be seen whether the finding
that the bandwidth of middle-ear vibrations exceeds that of
the audiogram in chinchilla, gerbil, guinea pig, horseshoe bat,
pigeon, and turtle will be confirmed ..” [3]. A number of sub-
sequent biological measurements and finite element simula-
tions seem to support the lack of frequency specificity of the
outer and middle ear (e.g., [29, 30], and [31], respectively).
For the reader’s convenience, data underlying this view are
presented for the example of the Gerbil’s hearing system in
our Suppl. Mat. section I. These results have, however, been
challenged ([7], discussion in Ref. [30]), and the main role in

Behavioral audiograms: prairie dog [23], elephant [24], lemur [25], domestic cat [26],  
human psychoacoustial hearing threshold [4], white-beaked dolphin [27] (smoothened data),  
false killer whale [28], from top to bottom, sorted by the curves’ minima.  
Full extension of the audiogram not accessed in all cases.

Dogma : Frequency dependence of the  
hearing threshold is exclusively determined by 
outer and middle ear

VII Hearing threshold
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Supplemental materials to ”Frequency sensitivity in mammalian hearing from a fundamental
nonlinear physics model of the inner ear”, by Kanders, K., Lorimer, T., Gomez, F. & Stoop, R.

I: MONGOLIAN GERBIL FREQUENCY HEARING
CHARACTERISTICS
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FIG. 1: Outer-middle ear transfer functions of the Mongolian ger-
bil that serves in a wide range as a model of mammalian hearing.
Dashed: Behavioral hearing threshold [1]. Curves normalized to the
corresponding measurement values at 4 kHz. Blue: Pressure in scala
vestibuli near stapes footplate PS V [2]. Red: Stapes velocity V [3].
Original data read off from the original publications and put together
by the present authors.

Fig. 1 collects some of the data (for the example of the
Mongolian Gerbil) [4], that let Ruggero et al. and colleagues
conclude that the inner ear could have a more substantial role
in shaping the frequency sensitivity of the mammalian hearing
system. A number of newer biological measurements and fi-
nite element simulations seem to support the lack of frequency
specificity of the outer and middle ear (e.g., [5, 6], and [7], re-
spectively). For the reader’s convenience, data underlying this
view are presented for the example of the Gerbil’s hearing sys-
tem.

II: METHODS

Over varying species-specific frequency intervals, mammalian

hearing is able to access a huge dynamic range of sound (between

120-130 dB). This is due to the ability of the cochlea’s outer hair

cells to generate nonlinear amplification of the signal, leading to

strong amplification of weaker sounds and weaker amplification of

stronger sounds [11]. Outer hair cells follow in physical space and in

frequency space (connected by the tonotopic map) a largely scaled

building plan [24]. The mammalian hearing sensor, the cochlea,

can therefore be described at several levels. The finest one is the

level of the outer hair cells, focusing on explaining the intriguing in-

teraction between hair bundle mechanics and electromotility of the

hair cell bodies. On a more mesoscopic level, the cochlea’s build-

ing plan can be captured in terms of so-called Hopf amplifier sys-

tems (e.g. [24]) that are composed as a sequence of mesoscopic

sections representing discretization parts of the cochlea towards the

Hopf cochlea (e.g. [25]). The device reflects the biophysics, in-

cluding hair cell, basilar membrane, and fluid properties of the real

cochlea in one model, to such an extent that all salient measured

properties in biology could be verified in corresponding simulations.

The composition of such sections into a macroscopic model of the

sensor [9, 13, 19] is based on the detailed biophysics and nonlin-

ear dynamics at work in the cochlea [26, 27]. Fundamental for this

model is that the sections share the dynamical properties of the mi-

croscopic amplification-providing outer hair cells [27, 28], which are

well-modeled by a stimulated Hopf process

ż = ωch((µ + i)z − |z|2z − F(t)); z, F(t) ∈ C,

where z(t) denotes the response amplitude, F(t) a stimulation signal,

ωch is the characteristic frequency of the Hopf system, and µ is the

Hopf parameter [26, 27, 29–31]. At values µ < 0, the system is

below bifurcation to self-oscillation, but responds towards stimula-

tion signals F(t) as a small-signal amplifier [32–34]. Dissipation

by fluidal viscous losses can be described by tailored 6th-order

Butterworth low-pass filters [13, 25]. The main characteristics

of the isolated node dynamics are collected in Ref. [31]. When

embedded into a compound cochlea, the response profiles broaden

due to the sections’ interaction with neighboring ones, reproducing

the biological data [8] extremely well [25]. The distance of µ

from bifurcation at µ = 0 defines how strongly a node amplifies

an incoming signal; we choose this parameter to match the human

hearing sensor. The biophysical properties of the cochlea suggest

selecting the characteristic frequencies of the nodes according to a

geometric sequence. We use a software implementation of an earlier

hardware realization of 29 sections or nodes, taking care of 7 octaves

(14.08 − 0.11 kHz), or a 31-section model covering an interval of

(19.912 − 0.11) kHz. Our partition is optimal in the sense that

finer partitions yield for the human amplification range, identical

results, but coarser partitions lead to distortions in the frequency

dependence, if sufficiently strong amplification is required. For

’flat tuning’, µ ≡ const, all nodes have identical Hopf parameters

(conventionally µ ≡ −0.25) [31], unless we provide them with a soft

continued gradual amplification decay towards lower frequencies,

to optimally match the human hearing system, or if we tune them

actively (mimicking the effect of efferent cochlear connections) in

the context of learning [19]. In the latter case, we condition the

network towards chosen sounds by tuning unsuited nodes towards

weaker amplification. A detailed account on the design of the used

cochlea is provided in the supplements of Ref. [31].

Ruggero and Temchin 2002

Outer-middle ear transfer functions, Mongolian gerbil.  
Dashed: Behavioral hearing threshold.  
Blue: Pressure in scala vestibuli near stapes footplate.  
Red: Stapes velocity.
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What could the inner ear contribute? 
flat-tuned cochlea: 

1. Response of section j is defined as Rj= 20 log10[(max(Re(outj))] 
2. The maximal response of Hopf cochlea is Rmax = max({Rj : j = 1,2,…,N}) 
3. Hearing threshold of a pure tone stimulus F(t) = A exp(-i 2 π f t) : defined as the input level  

L = 20 log10[A] that gives rise to Rmax ≃ -50 dB 
4. 0 dB SPL input in experiments corresponds to -114 dB input to Hopf cochlea

flat tunings: µ(j) = constant

F.G., K.K., T.L. & R.S. submitted
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Change of profile as in nature
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In order to estimate the effects introduced by changed
biophysical parameters, the space derivative of the travelling wave
amplitude, d

dxA x,vð Þ needs to be evaluated. We are interested in
the behavior in the close neighborhood of the peak, where k
becomes exceedingly large, so that kh&1 (the short-wave limit). In
this limit, an approximative relation emerges that is sufficiently
accurate and manageable that has the form

2aE xcð Þ E xcð Þ{mv2
! "3

{r2
ffiffiffiffiffiffiffiffiffiffi
2nv7

p
E xcð Þ{mv2
! "2

{8nr3v5E xcð Þ~0:
ð11Þ

This equation provides the desired description of the impact of
parameter variations to the TM. We are unaware that with
classical, not explicitly energy-based approaches [18,19], a similar
characterization could be achieved.
Whereas Equation 11 is strongly nonlinear in the space

coordinate x, the effects by variations of m, n, and r on the TM
are amenable to a simple qualitative discussion nevertheless. Using
the substitution D : =E(xc)2mv2, for x#xc(v), Equation 11 can be
written as

2aD3E xcð Þ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
:~T1w0

{ r2
ffiffiffiffiffiffiffiffiffiffi
2nv7

p
D2

|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
:~T2w0

{ 8nr3v5E xcð Þ|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
:~T3w0

~0,

where the transversal stiffness E(xc), mv2, and E(xc)2mv2 are
positive (otherwise for any value of x, Equation 11 would not hold).
E(xc) and mv

2 are of the same order of magnitude. For Equation 11
to hold, T1 needs to balance the two subtractive terms T2 and T3.
Owing to the different powers associated with the parameters in

T1,2,3, the TM is affected more by changes in m and r than by
changes in n. The following theorem can be seen as the direct
benefit of our energy-based description, where a proof is provided
in the Materials and Methods section.

Theorem
(I) Space-dependent or -independent increase/decrease of r, n,

and m result in left-/right-shifts of the TM.
(II) A change of the transversal stiffness exponent from ax into

a9g(x9), with g(x) invertible but otherwise arbitrary, affects the TM
as follows (with g as in Equation 10):

x0c vð Þ~g{1 a

a0
ln fð Þ{g

m
{

1

a0
ln

E0

E ’
0

% &% &
: ð12Þ

TM obtained from variations of BM transversal stiffness,
evaluated numerically from Equation 6 and predicted analytically
by Equation 12, are compared in Figure 4. Taking as the reference
the numerical evaluations of the TM from Equation 6, the
approximation Equation 11 predicts the effects on the TM up to a
numerical accuracy of ,1.561022 cm.
Changes in the initial transversal stiffness E0 lead to a shift of the

TM parallel to the original TM (see Figure 4a). Variations in the
decay constant a result in a rotation of the TM around the
intersection of the original TM with the frequency axis (Figure 4b).
Alterations of the space-dependence of the exponent, i.e., xRg(x),
result in a non-linear space-dependence of the TM in a
semilogarithmic plot (see Figure 3).
These observations are sufficient to construct TM profiles

according to will and need. In particular, by suitable modifications
of the transversal stiffness (or the surface tension T

,
(x), which in the

domain of interest are phenomenologically related by T
,
(x) =FE(x),

with F<1025 m2 [9]), using Part II of the theorem, the TM can be

Figure 2. Uncoiled cochlea with BM. The position x of the maximal amplitude of the travelling wave corresponds in a 1-to-1 way to a stimulus
frequency. (Adapted from [26].)
doi:10.1371/journal.pcbi.1000161.g002
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initially suspected [20,21] and that isolated mammalian OHC are
not sharply tuned as initially thought [21,22]. It is conceivable that
it is only in their (nonlinear) combination that these two
subsystems achieve the remarkable sharp tuning property. Finally,
the efferent connections to the OHC are also able to influence the
tuning. We believe that due to the plasticity of the auditory cortex,
these OHC could nevertheless amplify frequencies arriving at the
remapped places, at least in moderate cases of remapping. Which
of the identified changes of the biophysical parameters could be
engineered and, in particular, what difficulties will be encountered
in a surgical application of the developed framework, remains to
be seen. It should, however, be kept in mind that most routine
surgery of our days was barely imaginable even a few decades ago.

To which extent the auditory cortex would find it easy to deal with
an altered TM (proper co-operation of the active elements and
successful processing by higher auditory centers), is another
question. This issue, however, appears to be softened by the
extraordinary plasticity of the human brain, which is already
exploited in current cochlear implant technology. For any further
investigations into these directions, the obtained results can serve
as valuable benchmarks and guidelines.

Materials and Methods

Classical Cochlea Modeling
One of the classical references for modeling the passive

membrane behavior is Zwislocki’s seminal paper [23], where he
analyzed an electrical transmission line model of the cochlea
originally proposed by Wegel and Lane in 1924 [24]. Peterson and
Bogert [25] presented the first mathematical analysis of a
hydrodynamical cochlea model. In later works (see, e.g., [1]),
these classical models of the cochlea were greatly elaborated.
Zweig [18] later deduced the BM transfer function from actual
measurements. Moreover, he was able to demonstrate that the
organ of Corti actively enhances the cochlear traveling wave.
Lighthill [19] analyzed the classical hydrodynamical cochlea
models from the point of view of energy propagation, but did
not develop a proper wave-energy-propagation model of the
cochlea.

Details of Our Energy-Based Cochlea Modeling
A model that achieved this and accordingly allowed to include

active amplification by outer hair cells in a transparent way was
introduced in [3] (see also [9] for details). This model departs from
the energy balance equation [15],

Le
Lt

z
L
Lx

vGeð Þ~0, ð13Þ

where e(x,v) denotes the one-dimensional energy density pertain-
ing to a traveling wave propagating with group velocity vG(x,v) and
oscillating with frequency v. This equation is valid both for linear
and nonlinear waves and allows us to include external power
sources, denoted by a(x,e,v), representing the amplification by
outer hair cells.
The model differential equation for the steady state situation can

now be obtained in the following way. We first consider two points
x1(t) and x2(t) moving with group velocity v(xi) = vG(k(xi,v),v),
i=1,2, where k(x,v) denotes the location-dependent wave number.
The energy contained between these two points is

~EE tð Þ~
ðx2 tð Þ

x1 tð Þ
edx: ð14Þ

From Equation 13 we obtain for the change of E
,

the expression

d ~EE

dt
~

ðx2 tð Þ

x1 tð Þ

Le
Lt
dxzvG x2ð Þe x2ð Þ{vG x1ð Þe x1ð Þ~0: ð15Þ

Consider the case where vG(x2)e(x2)2vG(x1)e(x1).0, i.e., if more
energy leaves the interval [x1(t),x2(t)] than enters it. From this, it
follows that the first term on the right hand side, and therefore he/
ht, must be negative. Work done by the surrounding—by an
amplification mechanism—would therefore be expressed by a
negative contribution 2a(x,e,v) (work done by unit length). On the
other hand, dissipative losses would appear as positive contribu-

Figure 5. (a) TM constructed by discontinuous variation of the
stiffness parameters a, E0, constructed according to part II of
the theorem. Dotted lines indicate the defect region in frequency
space (fM[300,4000] Hz), dash-dotted lines the corresponding cochlea
area. Red: TM before, blue: TM after remapping. (b) Bridging gaps by an

additional Gaussian mass distribution m xð Þ~m0 1z 1ffiffiffiffi
2p

p
s
e{

x{1:038ð Þ2

2s2

# $
,

where s= 0.1. Red: Relevant part of TM before, blue: TM after
remapping. (c) Effects by additional Gaussian mass distributions of s:
sM{0.01,0.1,1} (graphs a–c, respectively). The dashed lines indicate the
essentially modified areas. The achieved space shifts on the TM are
obtained by horizontals leading from the modified to the original TM.
doi:10.1371/journal.pcbi.1000161.g005
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forged in such a way that large intervals of hair-cell dysfunction
are bridged.
Assume, as an example, that the outer hair cells are damaged

across the frequency range fM[300,4000] Hz. Such a handicap
across the essential frequency band of human speech would result
in a severe hearing deficit. By using Equation 12, the space-
dependence of transversal stiffness could be modified in such a way
that the obtained piecewise continuous TM maps this frequency
interval into a region of intact hair cells. The modified TM, as
calculated numerically or analytically, demonstrates that the
procedure serves the purpose perfectly (Figure 5a).
As a second example, we consider how a local variation of

the mass of the BM can be used to bridge gaps. Suppose
that the mass distribution is modified from P0(x) to

P xð Þ~qP0 xð ÞzrP0 xð Þ 1ffiffiffiffi
2p

p e{
x{x0ð Þ2
2s2 . According to the first part

of the theorem, q#1 determines the initial shift of the TM.
Whereas such a shift may be important for medical applications,
for the present example we will not need it, hence we choose q=1.
By the second term, we model the attachment of an additional,
Gaussian distributed mass distribution of strength r, centered
around x0 (Figure 5b). Although in this case the theorem makes no
explicit quantitative predictions, it correctly predicts that as s is
decreased and the distribution thus becomes more localized, the
compressed part and the bridging interval become more
prominent, but at the cost of an increased deviation from the
desired horizontal orientation of the curve (Figure 5c). Outside the
bridged intervals, the modified TM essentially coincide with the
original one, even though P(x).P0(x), Yx. According to our
theorem, a modification of the remaining biophysical parameters

leads to qualitatively similar modifications of the TM. Whereas the
observed effects appear overall strongest and best realizable in the
case of a modification of the mass density, a modification of other
parameters as well as multiple locations of modifications, could be
considered in order to achieve optimized results.

Discussion

Our study is based on a passive cochlea model that has already
reliably served as the blueprint for a biomorphic cochlea model
and its electronic implementation [3,9–13]. Using the short-wave
approximation as the key tool, we have analytically, and
quantitatively, predicted the effects of variations of BM mass
density, fluid viscosity and fluid density on the TM. We have been
able to analytically predict the effects of variations of the
transversal stiffness on the passive TM. The obtained insights
can be used as a benchmark and guideline for the effects by
different kinds of cochlear malformation.
Moreover, a paradigm has been derived that allows one to

evaluate the modifications of the local transversal stiffness, mass
density, fluid density viscosity, required to bridge defective regions
on the BM. We provide here but an short overview of why we
believe that the obtained results could have medical relevance. An
in-depth discussion of this topic would clearly lead beyond the
scope of this research. Although the working BM is extremely
sharply tuned, where this tuning comes from is still a matter of
debate [20]. In particular, it is as yet unknown to what extent the
frequency tuning is due to the BM and to what extent it is an
intrinsic property of the active amplifiers, the OHC. There is
evidence that the passive BM is not as broadly tuned as was

Figure 3. (a) E(x) = E0 e
2ag(x). Analytical prediction (dashed) together with the corresponding numerical evaluation (solid) for space dependence a)

g(x) = x2 and b) g(x) = 2 ln(x+1), respectively. For comparison, the full straight line displays the unmodified TM. (b) E(x) = E09 e
2a9g(x), using E09=102E0

and a9= 3a. Analytical prediction (dashed), together with the corresponding numerical evaluation (solid) for the space dependence a) g(x) = x2 and b)
g(x) = 2 ln(x+1), respectively. For comparison, the full straight line displays the unmodified TM.
doi:10.1371/journal.pcbi.1000161.g003

Figure 4. (a) E0 xð Þ~E0
0 e

{ax. Analytical prediction (dashed) and corresponding numerical evaluation (solid). From left bottom to right top:
E0
0

E0
[ 10{2,10{1,1,10,102
" #

. (b) E9(x) = E0 e
2a9x. Analytical prediction (dashed) together with the corresponding numerical evaluation (solid). From right

top to left bottom: a
0

a [ 0:25,0:5,1,1:5,3f g.
doi:10.1371/journal.pcbi.1000161.g004
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Analytical prediction (dashed) and corresponding numerical evaluation (solid).	

‘Remapping’  the tonotopic map

: fluid kinematic viscosity,  
  cochlear fluid density,  
  BM mass density	
!
!

⌫, ⇢,m

R.S. & al. PLOS Comp. Biol. 2008

Kern 2003: Detune Hopf parameters towards apex !
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a) two pure tones input (3/8, 1/2 kHz)  ! ! ! !   b) two complex tones (2, 3.35 kHz, with 5 harmonics each)  !
!
Cochlea: 29 sections, covering (0.11, 14.08) kHz on a logarithmical scale;    =-0.25 at all sections; input: -60 dB each tone.  
Upper: Activated networks (=‘above hearing threshold’), lower: corresponding activations on the unrolled cochlea.

µ

VIII Activation networks are the signal..

(R.S. & F.G. PRL 2016)
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Build-up of a cochlear network:
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Hearing @ criticality?

power-law activation networks!
branching percolation universality class?

(R.S. & F.G. PRL 2016)
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Effect of tuning on activation networks.  
a) Activation networks, unbiased (blue), tuned (red) cochlea. The red graph is a subgraph of the blue graph.!
b) Activity network characteristics, as a function of the de-tuning of    {11,12}.  
c) Small worldness S as a function of activity network size.
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Listening means tuning 

F.G., R.S. & al. PRAppl 2014

0 5 10 15 20 25 30
- 0.35

- 0.30

- 0.25

- 0.20

- 0.15

- 0.10

- 0.05

0.00

efferent signalsefferent signals

brainbrain

mailto:stoopn@ethz.ch


TRuedi Stoop / Institute of Neuroinformatics / ruedi@ini.phys.ethz.ch 43

Tuning away from criticality
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Detuning of two frequency bands (nodes 15,16 and nodes 19,20,21) from μ = −0.25 to μ = −2.0: 
The initial power-law distribution s−1.5 changes into a strictly convex distribution shape (line L)!
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Statistical meaning of learning
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Thermodynamic formalism 

Effect of learning: Loss of power-law 

ε

S(ε)
S(ε)=ε

!
Observability O of an invariant measure ε decays with time t as O(ε, t) ∼ e−t (ε−S(ε))   
Diagonal points ε = S(ε) : measures that do not suffer exponential temporal decay  

Blue:   Entropy function S(λ) of intermittent systems, associated with power-law characteristics 
Red:    Entropy function associated with non-power-law behavior, from focusing on a particular measure

Listening (learning) drives system away from criticality!!!

Power law=Ground-state of network-distributed 
computation
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Thanks for listening..

.. and for having me here !
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Tuning :
models of pitch perception suggest comparison:

SACF: sum of normalized autocorrelations of each section’s
output 
vs.
NACF: normalized autocorrelation of the target signal 
desired signal x / unwanted signal y / fi  output of i-th section

TE in [0,infinity]: 
high  (>>1) TE: bad tuning, low  (<1): (very) good tuning

:TE-optimization problem in multidimensional +-space

E

Measuring listening efficacy
(F.G, V.S., N.B., R.S., Phys. Rev. Appl. 2014)
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Tuning patterns: red: close to bifurcation,!
blue: away from bifurcation.!
red: close to bifurcation,!
!
a) left: sweeping “Reel” target!
right: sweeping “Flute” target !
(tuning towards “Reel” requests!
enhancement of the 3rd and 5th harmonics!
(two parallel reddish stripes)

Results :
two complex instruments: 
‘Flute’ vs.‘Zinke’(both parts of church organs)

TE

TE consistently < 1:
strong target enhancement
Black: flat tuning; red: TE-tuning

(F.G, V.S., N.B., R.S., Phys. Rev. Appl. 2014)

tuned away
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Using pitch as guiding control feature:  

original: flute and reel

disturber (flute) and 
crossproducts removed;	
harmonic series restored 

: efficient biomorphic tool for source separation!

(F.G.,V.S.,N.B., R.S.. Phys. Rev.  Appl. 2014)
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Solution:

Ruedi Stoop Part B2 BIGEAR        !2

domain of complex networks. By following the footpath of biology, we arrive in this way at an extremely 
efficient compressive sensing procedure, resulting in network structures for which there is significant 
accumulated processing knowledge. This will not be the first time that information technology has strongly 
profited from biological templates - this already was the case, e.g., in neural networks in most of their 
variants, including Hebbian learning [6] - but here we will look for the first time in this context at a 
biological template that has been optimized by evolution towards coping with Big Data.   

2. Schematic Project Overview 

The project consists of an interplay of among four modules, each one of them apt to work and yield results 
on its own, but offering together great synergistic benefits towards Big Data solutions.  

 

!
Fig. 1 Schematic project overview illustrating the work-field. 

!
3. State-of-the-Art  

Big data is a not an entirely sharply defined term, this is why we separate previous approaches and state of 
art into two categories, which we then contrast with our proposed approach. 

Business-driven Big Data approaches: Big Data is to a large extent business-driven; we therefore first 
review the state of art in that field. The solutions in this area offered to cope with and to profit from Big Data 
mostly consist of database infrastructures, tailored for efficient and safe storage of, and quick access to, large 
datasets, overlaid by libraries of algorithms for data mining, data visualization, modeling and machine 
learning. 

For distributed and safe storage and processing of large amounts of data, up to the order of petabytes [7], 
Hadoop is the state-of-the-art infrastructure. Hadoop uses its own file system that is easily scalable and 
usually deals with unstructured data, data that cannot be neatly organized by means of traditional databases. 
Therefore, it directly addresses the main issues of big data: volume, velocity, variety and variability. Hadoop 
is very popular; it is used by more than half of the Fortune 50 companies including Amazon, Google, Yahoo 
and Facebook [8], where the latter company announced in 2012 that their data was growing roughly half a 
petabyte per day [9]. 

Extracting valuable information from such data requires structuring and organizing it. Structured data is 
commonly stored either in a tabular form (relational databases) or in graphs. In graph databases, data is 
stored as a property graph, with the nodes representing objects of data, similarly to objects in object-oriented 
programming and links between them representing their relationships. When the data items have dense inter-
relationships, graph databases are the preferable solution: traversing and querying the data, e.g., can be 
executed very efficiently on the graph. Both types of database infrastructures are used in state-of-art 
solutions together with Hadoop, e.g., HBase for relational storage and Titan or Neo4j for graph databases 
[10-12]. 
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Big Data : Information promoted by information hubs that actively amplify it,  
and generate and promote in this way an information flow.	
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Fig. 9 Project overview. Starting from hearing fundamentals and insight into how biology processes sounds, 
upon redefining Big Data, we discover novel algorithms and develop a new approach to Big Data analytics, 
while understanding two important instances of Big Data. 

!
Motivated by the outlined hearing fundamentals, our investigations will proceed along the following lines: 

Definition and extraction of global characterizers:  

• We will start with the example of pitch, which we will implement in a realtime framework. In the 
following step, we will likewise implement listening.  

• We then ask: What other, if possible: simpler, characterizers can be useful? Pitch is already a very 
complex characterizer, as it tags the short-time dynamics of the activated nodes. Simpler, but also 
meaningful characterizers pertaining to the network topology can more directly be obtained.  

• The relation to complex networks then offers the use network characteristics (betweenness, etc.) to be 
tested as simple Big Data characterizers. 

• The final aim is to select,for a specific data application, the most appropriate characterizers and to 
understand their information-theoretic meaning. Of great importance is that all of this can be done in 
real-time. 

Higher hearing functions: 

• We will then ask how we can extend the gained insights to higher hearing functions, involving other 
characterizers, such as timbre? In particular, we aim at understanding the hearing functions implemented 
in nuclei from an information-theoretic point of view. To include such traits along traditional information 
has been shown to lead to exploding chirplet dictionaries [56].  

• Since for all data applications the Big Data model is identical (i.e. : a network of active nodes), this will 
result in novel algorithmic approaches tailored for general Big Data, reaching beyond the hearing 
domain. 

Classifying systems: 

Hearing 
fundamentals:
Hopf cochlea

Big Data insight:
phytoplankton and
neuronal cultures

networks of 
activated nodes

characterizers

symbols

dynamical 
models

Big Data analytics
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 • Complex networks characteristics (betweenness, etc.) to be tested as simple Big Data characterizers         

 • Final aim is to select, for a specific data application, the most appropriate characterizers and to understand their information-theoretic meaning.        
All of this can be done in real-time 

 • For all data applications the Big Data model is identical (a network of active nodes), this will result in novel algorithmic approaches tailored for general        
Big Data, reaching beyond the hearing domain 

   •   Partition sets of Big Data systems into similar behavior. At the level of symbols, a more refined approach: language analysis (Drosophila pre-copulatory  
 language)  This will provide additional insight into the nature of exemplary Big Data, and potentially beyond	

!
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X Big Data connection 
Big Data: information ‘too big, too complex and too quickly varying’ to be analyzed conventionally.  

Evolution: mammalian hearing has effortlessly ramped up hearing with ever increasing demand in information processing.  

Hypothesis: mammalian auditory processing hosts still undiscovered novel approach to information processing. 

What does this not mean? 
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Figure 6. Shrimp in feature space obtained by transforming the data underlying figure 4 according to (x, y)→ (x + y, x +
ln(1 + |y|), xy) (other than that it maps parameter into feature space, there is nothing particular about this transformation).
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Figure 7. Shrimp-domains of a purely phenomenological model of neuronal firing [3,28]. Black denotes domains of stable
firing, while red denotes domains of unstable response, expressed in terms of the value of largest Lyapunov exponentλ [18].

preserves data distance relationships by using an edge weighting that decays with true distance,
whereas Phenograph uses the proportion of nearest neighbours shared by the two nodes to define
the weight of an edge [29] (Jaccard distance). The clustering procedures themselves are also
different. HLC uses the idea of cluster synchronization, modifying edge weights through Hebbian
Learning [26,30]. Phenograph takes the view that clustering can be achieved by performing

Shrimp-domains of Rulkov’s model of neuronal firing.  
Black: domains of stable firing; 
red: domains of unstable response, expressed in terms of largest Lyapunov exponent λ	
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preserves data distance relationships by using an edge weighting that decays with true distance,
whereas Phenograph uses the proportion of nearest neighbours shared by the two nodes to define
the weight of an edge [29] (Jaccard distance). The clustering procedures themselves are also
different. HLC uses the idea of cluster synchronization, modifying edge weights through Hebbian
Learning [26,30]. Phenograph takes the view that clustering can be achieved by performing
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Figure 4. Shrimp-shaped clusters of similar dynamical behaviour (orange, period 1; blue, period 2; white, higher periodic
or divergent behaviour) in the (a, b) parameter space of the Hénon map, which is the prototype for all generic properties
of nonlinear processes [18]. Two parabolas depict the ‘skeleton’ representing the lowest approximating nonlinearity of the
generative nonlinear process [3,25]. K-means, but also the hierarchical Ward-type clustering, cannot properly deal with
such shapes.
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Figure 5. Shrimp-shaped clusters of stable dynamical response of a biochemical model by Decroly & Goldbeter [27], for two
selected parameters, σ1 and σ2. Stable solutions dwell upon black/white parameter shrimp-shaped domains, where the
white lines code for extreme stability of the regular dynamical behaviour and correspond to the parabolas of figure 4. Colours
correspond to emergent unstable solution evolution, detected by calculation of the largest Lyapunov exponent [3,18].

Biochemical model by Decroly & Goldbeter: Feature space: (x, y) → (x + y, x + ln(1+|y|), xy)	

(F.G.) T.L. J.H. & R.S.,  Phil. Trans. Roy.Soc. 2017
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where ! is set to !=0.001, and f(x,y) is given by

fðx; yÞ=

"=ð1# xÞ+y; x $ 0

"+y; 05x5"+y

#1; x % "+y;

8
>><

>>:
ð8Þ

where the first variable codes, in loose terms, for the inner
(spiking) state of the neuron, and the second variable codes for
a slower background state on which this dwells. The parameters
" and # that we will focus on encode (again in loose terms) the
non-linearity and the driving current of the neuron, respectively.
It is easily verified that regular, periodically firing behavior
occurs on shrimp-like domains of the parameter plane (Fig. 6).

5 DIFFICULTIES FOR CLUSTERING AND
SOLUTION

From these examples, it is evident is that in non-linear biological
systems, steady-state behavior will often be the exception rather
than the rule. Moreover, the proposition emerges that many of
the processes that are currently declared stochastic may be cha-
otic. Biological systems may exploit both behaviors, preferen-
tially even in symbiosis: A large number of small chaotic or
stochastic inputs to a neuron, e.g. will generate an optimally
stable input current that will force the neuron to fire regularly,
generally on a limit cycle. The closer the generated response is to

stochasticity, the better an ensemble of such systems provides a
reliable constant driving current to the neuron, leading to a
stable firing pattern of periodicity one. From the interaction
among such oscillators, more complicated periodic patterns
emerge, the periodicities of which are organized along Arnol’d
tongues (Martignoli and Stoop, 2008; Stoop et al., 2000). In the
context of the circadian rhythm, the observation of locking on an
Arnol’d tongue has recently been reported, along with period
doubling (Erzberger et al., 2013). Both are manifestations of
non-linearity, within or among individual entities. The former
effect occurs when the coupling is relatively small; the latter
effect occurs and dominates when the coupling is ‘larger’. The
manifestation in both cases is the emergence of non-trivial repeti-
tive patterns. In the case of neurons, such periodic signals are
easily read out and identified by other neurons and can, thereby,
be used as code words. Self-similarity of the shrimp areas may
simplify the tuning to stay on one code word for slowly changing
parameters or to engineer, in a simple way, jumps from one code
word to another, enabling in this way simple state-coding. Such a
coding is closely related to the coding in terms of Arnol’d ton-
gues for weakly coupled periodic systems (Stoop et al., 2000).
There, the coding is easily seen to be invariant with respect to a
uniform scaling of the firing frequencies (e.g. by changed driving
input applied similarly to all involved neurons), and tongue size
and stability is seen to scale with periodicity, which leads to a
self-refining Huffman-like efficient code (Huffman, 1952).
The particular arrangement of the shrimps in parameter space
(Fig. 7) might favor the biological implementation of such a
coding scheme.

Fig. 6. Largest Lyapunov exponent (Peinke et al., 1992) of Rulkov’s
neuron model (Rulkov, 2002), three zoom levels (full white boxes).
Black color indicates stable periodic systems, ocher unstable systems (gen-
erally chaotic). Shrimps-like domains (black) pertain on all levels, where
crossing tails reflect non-ergodicity (hysteresis). Spike trains generated at
the white dots (left to right corresponding to top to bottom) exhibit the
generality of the model

Fig. 7. Periodicity coding for the dashed window of Figure 4. The peri-
odicities follow a period-increasing pathway as known from the Arnol’d
tongues, scaling in size with periodicity. Blue and green colors indicate the
number of in-burst spikes (six and seven, respectively), red numbers the
overall periodicity of the spike train
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Problem: 

Joint occurrence across different time-scales 
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Hearing  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Verrillo et al. (1969)

Verrillo, R.T., Fraioli, A., and Smith, R.L. Sensory magnitude of vibrotactile stimuli. Percept.
Psychophys. 6: 366–372, 1969..

Fletcher-Munson Curves
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Tuning :
models of pitch perception suggest comparison:

SACF: sum of normalized autocorrelations of each section’s
output 
vs.
NACF: normalized autocorrelation of the target signal 
desired signal x / unwanted signal y / fi  output of i-th section

TE in [0,infinity]: 
high  (>>1) TE: bad tuning, low  (<1): (very) good tuning

:TE-optimization problem in multidimensional +-space

E

Measuring listening efficacy
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